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Subject description  
 

Most of the real physical system and everyday scenarios include uncertainty. This is the case for 
medical diagnosis, weather forecasting, autonomous control of drones and self driving cars and so on. 
In the literature, two types of uncertainty are distinguished: aleatoric uncertainty (data uncertainty) 
denotes the one that is inherent to the data, e.g., noise in measurements or natural variability of the 
inputs, and epistemic uncertainty (model or knowledge uncertainty) related to the model and due to 
lack of knowledge. Aleatoric uncertainty is irreducible with further data while epistemic uncertainty is 
reducible given additional information. Measuring the uncertainty is important, so as to support the 
user in the action to take. For example, when an anomaly is detected, with weak confidence level, 
another source of information should be added (image, human intervention, etc.) before planning 
intervention actions. More generally, quantification of the prediction uncertainty allows to trust or not 
predictions. In fact, incorrect overconfident predictions can be harmful and lead to erroneous 
decision/prediction. 

Quantifying the uncertainty of Machine Learning models plays an important role in making 
predictions that are more reliable. Providing uncertainty estimates is not only important for safe 
decision-making in high-risk fields, but it is also crucial in fields where the data sources are highly 
inhomogeneous and labeled data is rare, such as in remote sensing. Also for fields where uncertainties 
form a crucial part of the learning techniques, such as for active learning or reinforcement learning, 
uncertainty estimates are highly important. 

The objective of this work is twofold: 

- First, provide a comprehensive and complete survey about uncertainty quantification in 
Machine Learning algorithms. 

- Then, lay the first foundations for a robust method to evaluate uncertainty for Machine 
Learning algorithm predictions. First experiment to validate the method will be carried out as 
well.  
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