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∙ Asynchronous components → Competing frames in each
buffer.

∙ Buffer dimensioning for certification reasons

3



Motivations

Problematic

Buffer
Dimensioning

Experimentation

Case Study

Results

Conclusion

Motivations

∙ Asynchronous components → Competing frames in each
buffer.

∙ Buffer dimensioning for certification reasons
3



Motivations

Problematic

Buffer
Dimensioning

Experimentation

Case Study

Results

Conclusion

Buffer Design

∙ In terms of bits: dynamic memory allocation.

∙ In terms of number of frames: fixed size buffer slots (static
design).
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Naive method

Buffer occupancy in terms of bits.

Buffer occupancy in terms of number of frames.
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About Buffer Dimensioning

∙ Buffer size requirements derived from an ETE delay Method
(Network Calculus (NC) [Boudec and Thiran, 2001]).

∙ Buffer occupancy in terms of number of competing frames
using the Trajectory Approach (ETE Delay Analysis) with
fixed frame sizes [Coelho et al., 2015].
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Buffer dimentioning inputs

Note: Forward ETE Delay Analysis (FA) [Kemayo et al., 2014].
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Problematic

The maximum number of frames is not necessarily obtained at
time when the backlog is maximized:

Note: the servicing rate is 1 bit/µs.
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Buffer dimensioning problematic

Using the FIFO policy is difficult to maximize the number of
pending frames :

t0 10 20 30 40 50 60

1,2,3 3 1

1 2 3 3

123 331

(a)

t0 10 20 30 40 50 60

1,3 2,3 1

1 3 2 3

3231

(b)

Figure: Arrival scenarios considering FIFO buffer.
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Incoming Frames

For every flow vi crossing a node h, the incoming frames follow
the scenario bellow:

∙ RBFhi (t) =
(
1+

⌊
t+Jhi
Ti

⌋)
Ci, RBFhi (0) =

(
1+

⌊
Jhi
Ti

⌋)
︸ ︷︷ ︸

k frames

Ci;

∙ (k− 1)Ti ≤ Jhi < kTi;
∙ After that, all the frames arrive periodically.

The jitter Jhi is obtained using an ETE delay analysis.
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Outgoing Frames

The Longest Processing Time algorithm [Graham, 1969] is
optimal to minimize the number of the outgoing frames (proof:
interchanged argument).
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Computation

The number of frames present simultaneously at each time
equals the Vertical Distance between two curves:

∙ Cumulative arrival curve following the scenario of incoming
frames (RBF).

∙ Service curve following the algorithm LPT.
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Topology
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Traffic Contract

v1, . . . , v5 v6 v7 v8 v9 v10 v11
Ci 10 38 12 22 64 22 22
Ti 60 320 150 80 126 48 320
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ETE Delay Analysis
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Illustration: maximum number of pending frames in
the output buffer of port 1 from switch 3
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Illustration: maximum number of pending frames in
the node S31
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Results

Naive approach Our approach

Node Backlog Backlog Backlog
(bits) (frames) (frames)

ES1 2000 2 2
ES2 1000 1 1
ES3 2000 2 2
ES4 5000 5 2
ES5 4400 2 2
ES6 6400 1 1
ES7 2200 1 1
S11 3000 3 3
S12 1000 1 1
S21 5000 5 5
S22 2000 2 2
S31 9600 10 5
S32 8200 9 4
S33 4400 2 2
S41 6400 1 1
S42 2200 1 1
S51 13400 14 13
S61 6600 3 3

Table: Per bits and per frames approaches for buffer dimensioning in
the configuration from using the FA method.
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Summary

∙ Buffer dimensioning for AFDX switch buffers in terms of
frames, given different frame sizes.

∙ Our approach requires: a network topology, traffic contracts
and an ETE delay Analysis.

∙ Using FIFO, it is difficult to maximize the number of frames
→ analyzing the incoming frames and the outgoing frames
separately using resp. the RBF and the LPT algorithm.

∙ Experimentation → Tighter results besides the Naive
computation.
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Annex (1)

The Request Bound Function computes the amount of backlog
generated by flow vi crossing a node S:

RBFsi (t) =
(
1+

⌊ t+ Jsi
Ti

⌋)
Ci (1)

For a non-preemptive sporadic flow vi, the maximum number of
frames generated during [t0, t1] (with t1 − t0 = t) is:

(
1+

⌊
t1−t0
Ti

⌋)
.

However, if [t0, t1] is the time interval to consider in s, the
corresponding interval in the source node of each flow vi
expands to: [t0 − Smaxsi , t1 − Smins

i ], where Smaxsi and Smins
i are

respectively the longest and the shortest times needed for a
frame from vi to reach s from its source node. The jitter is
defined as Jsi = Smaxsi − Smins

i .
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Annex (2)

The worst-case traversal time of a flow from the source node to the
destination node is split into two parts:

∙ Constant part: propagation delay.
∙ Variable part: waiting time in the buffer due to interfering frames.
The worst-case backlog computation in FA is based on the RBF of
each flow, accounting the periodicity, the maximum frame size and
the maximum jitter [Kemayo et al., 2014].

Figure: Element of ETE delay.
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Annex (3)

The iterative computation of the traversal time of a flow vi to reach a
node h+ 1, denoted Smaxh+1

i , depend on the worst-case traversal time
to reach the previous node h, denoted Bklghi , the waiting time in node h
to be processed and the propagation delay L.

Figure: Iterative computation of the delay.

Note: Rh
i is the worst-case traversal delay for a frame of a flow vi from

its ingress node to a given node h.
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