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Abstract— The main contribution of this paper is to estab-
lish a link between the exponential stability of an unforced
system and the Input-to-State Stability (ISS) via the Lyapunov-
Krasovskii methodology. A new theorem is provided, which
proves that an unforced system whose trivial solution is
exponentially stable is input-to-state stable if submitted to a
perturbation which can be of an arbitrary size.
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I. INTRODUCTION

For non-delayed systems, the Input-to-State Stability (ISS)
property has been widely studied and its efficiency has
been proved in practical applications such as networked
control and robot manipulators (see [1] and the references
therein). ISS implies not only that the unperturbed system is
asymptotically stable in the Lyapunov sense but also that its
behavior remains bounded when its inputs (eg. exogenous
perturbations) are bounded. Recently, some authors have
attempted to address the lack of results regarding time-delay
systems (see [10] and the references therein). Specifically,
in this short communication, we will exhibit a link between
exponential stability and the ISS property. Exponential sta-
bility has proved its efficiency in networked control (see eg.
[6]). However, the influence of disturbances on the solutions
behaviour have to be more deeply analyzed from both a
qualitative and a quantitative point of view. For networked
control systems, a first work in this direction is the paper
[7] by Polushin and Marquez relying on Teel’s results ([3]),
which may be somewhat conservative due to the use of
Razumikhin-Lyapunov functions. We show in this paper a
link between ISS and exponential stability for a large class
of systems which means an easy way of checking ISS for
these systems.
Notations:

For y ∈ Rn, ‖y‖ denotes the Euclidean norm of the vector
y; for a measurable function x(t), |x|∞ = sup{‖x(t)‖ , t ≥ 0} is
the (essential) supremum norm. For a given τ > 0, C denotes
the space of continuous functions mapping the interval
[−τ,0] into Rn and for ϕ ∈ C , ‖ϕ‖c = sup−τ≤θ≤0 ‖ϕ(θ)‖.
CH will denote the set of ϕ ∈ C such that ‖ϕ‖c ≤ H. As
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usual, the symbol xt will denote the element of C defined
by xt(θ) = x(t + θ), −τ ≤ θ ≤ 0. The reader can find the
definitions of class K , K∞ and K L in [8, p.144]. Finally
D+V (t,xt) is the derivative of a functional V along the
trajectory of the studied system (see for instance [9]).

II. EXPONENTIAL STABILITY OF UNFORCED
SYSTEMS

We will consider the exponential stability problem for the
following equation in Rn with bounded delay τ > 0:

{
ẋ(t) = f (xt), t ≥ t0, f (0) = 0;

xt0 = ψ,
(1)

where ψ ∈ CH , and f : CH → Rn is continuous, locally
Lipschitz with constant L > 0. In [10], an interesting upper-
right hand derivative is presented which will be helpful in
proving our main theorem.
Given a continuous functional V : C → R+, the upper right-
hand derivative D+∗ V of the functional V is given by (see
[11])

D+
∗ V (ϕ) = limsup

∆t→0+

1
∆t

(V (ϕ∗∆t,u)−V (ϕ)), (2)

where ϕ∗∆t,u ∈ C is given by

ϕ∗∆t,u(s) =
{

ϕ(s+∆t), s ∈ [−τ,−∆t],
ϕ(0)+ f (ϕ)(∆t + s), s ∈ [−∆t,0]. (3)

Note that this definition is quite different from the one pre-
sented in the introduction. But if the function f is continuous,
the definitions are equivalent when the functional V is locally
Lipschitz ([11] and [12]); this will be our case.

The next theorem, proved in [13, Lemma 33.1], will play
an important role in the proof of our main theorem.

Theorem 2.1: If there exist two strictly positive constants
A and B such that for every t ≥ t0 and ψ ∈ CH the solution
x(t; t0,ψ) of system (1) satisfies the condition

‖xt(t0,ψ)‖c ≤ A‖ψ‖c e−B(t−t0), t ≥ t0, (4)

then there exists a continuous functional V (ϕ) defined on
CH which satisfies the following conditions:

C1 ‖ϕ‖c ≤V (ϕ)≤C2 ‖ϕ‖c , (5)
D+V (ϕ)≤−C3 ‖ϕ‖c , (6)
‖V (ϕ)−V (ξ )‖c ≤C4 ‖ϕ−ξ‖c , (7)

where Ci are some positive constants, ϕ and ξ are arbitrary
functions from CH .
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III. MAIN RESULT
As previously stated, a definition of input-to-state stability

for time-delay systems has been given in [3] and a useful
characterization has been presented in [4]. For the reader’s
convenience, we reproduce here the definition of ISS. Con-
sider the system

ẋ(t) = f (xt ,u), t ≥ t0, (8)

where f is a continuous functional defined on C ×Rm. The
input u is a piecewise continuous bounded function of t for
all t ≥ t0. Consider also the unforced system

ẋ(t) = f (xt ,0), t ≥ t0, (9)

Definition 3.1: The system (8) is said to be input-to-state
stable if there exist a class K L function β and a class K∞
function γ such that, for any initial state ψ and any locally
essentially bounded input u, the solution xt(t0,ψ) exists for
all t ≥ t0 and satisfies

‖x(t; t0,ψ)‖ ≤ β (‖ψ‖c , t− t0)+ γ(|u|∞). (10)
Definition 3.2: A continuous functional V : C → R+ is

called an ISS-Lyapunov functional for system (8) if there
exist K∞-functions a, b, and K -functions χ and α3 such
that

1) a(‖ϕ(0)‖)≤V (ϕ)≤ b(‖ϕ‖c)
2) D+V (ϕ,u)(8) ≤−α3(‖ϕ‖c), ∀‖ϕ‖c ≥ χ(|u|) > 0

The following result is the main contribution of [4]:
Theorem 3.3: If system (8) admits an ISS-Lyapunov-

Krasovskii functional then it is ISS.
Our main theorem can now be stated as follows:

Theorem 3.4: Suppose f (t,xt ,u) is continuously differen-
tiable and globally Lipschitz in (xt ,u), uniformly in t. If
the unforced system (9) has a globally exponentially stable
equilibrium point at the origin x = 0, then the perturbed
system (8) is input-to-state stable.

Proof: We view system (8) as a perturbation of the
unforced system (9). The converse Lyapunov theorem 2.1
shows that the unforced system (9) has a Lyapunov-
Krasovskii functional V (ϕ) that satisfies the inequalities (5-
7). Please note that V is locally Lipschitz (7). Computing
the upper right-hand derivative of the functional V as in (2)
along the trajectories of the forced system (8), we get:

D+
∗ V (ϕ ,u) = limsup

∆t→0

1
∆t

(V (ϕ∗∆t,u)−V (ϕ))

= limsup
∆t→0

1
∆t

(V (ϕ∗∆t,u)−V (ϕ∗∆t,0)−V (ϕ)+V (ϕ∗∆t,0))

≤−C3 ‖ϕ‖c + limsup
∆t→0

1
∆t

(V (ϕ∗∆t,u)−V (ϕ∗∆t,0)).

Observe the following inequalities:
∥∥V (ϕ∗∆t,u)−V (ϕ∗∆t,0)

∥∥
c ≤C4

∥∥ϕ∗∆t,u−ϕ∗∆t,0
∥∥

c

= C4 sup
s∈[−τ ,0]

∥∥ϕ∗∆t,u(s)−ϕ∗∆t,0(0)
∥∥

≤C4 sup
s∈[−∆t,0]

|∆t + s|‖ f (ϕ,u)− f (ϕ,0)‖

≤C4|∆t|`‖u‖ ≤C4|∆t|`|u|∞,

due to the uniform global Lipschitz property of f . Hence

D+
? V (ϕ,u)≤−C3 ‖ϕ‖c +C4L|u|∞.

As V is locally Lipschitz, D+
? V = D+V (see part II). It can

be easily shown that this functional is an ISS-Lyapunov-
Krasovskii functional as defined above. The idea is to use
the term −C3 ‖ϕ‖c to dominate C4L|u|∞ for large ‖ϕ‖c :

D+V (ϕ,u)≤−C3(1−θ)‖ϕ‖c , ∀‖ϕ‖c ≥
C4L|u|∞

C3θ
,

for all (ϕ,u) and 0 < θ < 1 and from theorem 3.3 we
conclude that the system is input-to-state stable.
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V. CONCLUSIONS

Let us sum up the main lines of this paper. We first high-
lighted the importance of the ISS theory, recently adapted for
nonlinear time-delay systems, as one of the best candidates
for analyzing actual problems such as networked control,
hybrid or even quantized systems.

In this context, we established a new connection between
ISS and exponential stability. We showed that if the unforced
system is exponentially stable, the forced system is ISS,
keeping in mind that the considered input is an exogenous
perturbation.
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